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Abstract

There is significant interest in enabling robots to learn to perform
tasks directly from interactions with non-expert users. Typically, a
human serves as a teacher whose only task is to provide feedback to
arobot learner. However, in real-world human-robot collaborations,
the human often assists with the task while also offering feedback.
Our key insight is that we can extract additional, implicit feedback
from the human’s actions during the collaboration to augment the
robot learning process. Under the assumption of fixed-role assign-
ments, we first propose to formalize human preferences over a
human-robot collaboration as a shared set of parameters encoding
alignment between two reward functions: one that drives human be-
havior, and another that should direct robot behavior. This allows us
to extract implicit feedback from an interaction by reasoning about
the human’s actions in the task as actions that reveal the human’s
preferences. Then, we combine this implicit feedback with tradi-
tional explicit human feedback to facilitate estimating the human’s
preferences. We evaluated our proposed approach for Preference
learning from Implicit and Explicit feedback (PIE) in simulations
and with real users in a cooking scenario. Our simulation results
indicate that combining multiple modalities of human feedback
improves a robot’s ability to estimate human preferences over the
collaboration, with a similar trend observed in real-world evalua-
tions. These findings highlight a promising direction for enabling
robots to adapt to a user’s preference model more quickly, thereby
reducing the amount of time a person must spend teaching a robot.
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The robot did something good,
so I could give explicit feedback
via the green button, but I'm

busy adding sauce to the pizza...

- ) ¥

The human is adding sauce
to the pizza, let me reason
about that as implicit feedback

Figure 1: We study the problem of learning human preferences over
human-robot collaborations. We propose to leverage human actions
as implicit feedback that can help the robot learn preferences over
the collaboration, alongside traditional explicit feedback. We eval-
uate this idea in a laboratory, where participants assemble pizzas
with a robot and can give explicit feedback by pressing buttons.
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1 Introduction

Advances in robotics hardware and physical manipulation capabil-
ities are fueling a growing interest in enabling robots to adapt to
human users, so that robots and humans can solve tasks collabora-
tively. For example, robots can collaborate with humans to place
and seal screws [32], assemble objects from a collection of parts
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[23, 49], and cook together [21], etc. For these collaborations to be
effective, robots must be able to learn how humans want them to
collaborate, in a way that is natural and intuitive for the humans.

In interactive robot learning, the human commonly serves as a
dedicated teacher, whose only role is to provide explicit feedback
(e.g., [18, 30, 45]). However, this paradigm is impractical for real-
world human-robot collaborations, where the human is typically
engaged in the task itself and does not focus solely on teaching.
Expecting continuous explicit feedback is not only impractical, but
can also lead to frustration and disengagement [52].

In contrast, when humans collaborate with one another, some
learning happens implicitly. People observe others’ actions and infer
preferences, without formal teaching. We propose robots should
similarly learn from implicit signals alongside explicit feedback.

We contribute an approach for Preference learning from
Implicit and Explicit feedback (PIE) in collaborative human-
robot interactions with fixed roles. The key novelty of our work lies
in framing human preferences over the human-robot collaboration
that a person experiences, instead of over the robot’s behavior only,
as is typical in prior interactive robot learning work. We formal-
ize the human preferences as a shared set of parameters encoding
alignment between the human’s behavior and the desired robot’s
behavior. Then, by modeling human actions in a task as being (ap-
proximately) optimal with respect to the human’s preferences, we
show how a robot can treat the human’s behavior as implicit feed-
back during the collaboration, effectively “listening” to what the
human’s actions reveal about the human’s underlying preferences.
Finally, we combine this implicit feedback with more traditional
explicit human feedback to enable a robot to quickly estimate hu-
man preferences during an ongoing collaboration. We evaluate our
proposed approach in simulations and with real users in a cook-
ing collaboration. Our simulation results confirm that combining
multiple modalities of human feedback improves a robot’s ability
to estimate human preferences, with a similar trend observed in
real-world evaluations.

In summary, this paper has three main contributions. First, we
propose a novel formulation for preference learning over human-
robot collaborations, which leverages both implicit and explicit
human feedback. Second, we systematically investigate the effec-
tiveness of our approach for preference learning (PIE) in simulations
and in the real-world. Our experiments consider varying cooking
tasks, assumptions about the rationality of human behavior, and
different preferences. Lastly, we open-source our implementation
to facilitate future replication and benchmarking efforts.!

2 Related Work

Physical Human-Robot Collaboration (HRC). Collaboration
involves work on a shared space towards common goals. HRC often
leverages the complementary strengths of humans (e.g., dexterity,
judgment) and robots (e.g., precision, repeatability) [27, 46], typi-
cally resulting in specialized roles for the interactants. Common
applications include manufacturing [38] and assembly [62], though
recent advancements are enabling collaborations in less structured
settings where user preferences can impact robot adoption, like hos-
pitals [54], homes [24, 31] or hospitality environments [34, 48]. In
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our work, we study human-robot interactions in a cooking scenario,
a popular setup for studying collaboration (e.g., see [8, 43, 50]).

Human Preference Learning in HRI. Enabling robots to under-
stand and align their behavior with human preferences can result in
enhanced efficiency and safety [39] as well as higher user satisfac-
tion [1]. Humans can teach robots via a variety of explicit feedback
modalities, like demonstrations [2], corrections [36], rankings [41]
and preferences [57]. Recent, unified frameworks for learning can
extract information from these feedback modalities [18, 29], poten-
tially resulting in better and faster preference learning. Specifically,
our work leverages the INQUIRE framework [18], which frames hu-
man feedback in terms of inferences about accepted and rejected ro-
bot behavior. However, instead of investigating interactions where
a human serves as a dedicated teacher, whose only task is to teach
a robot, we investigate collaborations where the human teacher
also takes task-relevant actions.

Implicit Human Feedback in HRI. Robots traditionally learn
from explicit human feedback, like demonstrations[2, 14] or evalua-
tive feedback[30], where the implications of the feedback for robot
learning are clear. But relying solely on these methods can be bur-
densome for the human, particularly within a collaboration where
the person is also focused on task execution [9]. Thus, researchers
have increasingly explored implicit feedback - signals that require
interpretation because they are not necessarily intended for teach-
ing the robot, but which nonetheless convey information about the
human’s state, intentions, or preferences [17]. For example, prior
work has utilized cues like gaze [40], facial expressions [16, 25, 59],
and physiological signals (e.g., EEG, GSR) [28, 56]. Others have
inferred user states or assessed robot performance based on inter-
action dynamics, timing, or hesitations [55, 60]. Relatedly, Learning
from Observation (LfO) focuses on robots learning tasks by watch-
ing human actions [25], but typically aims for skill acquisition or
goal inference rather than understanding preferences about the
interaction itself. Our work is inspired by this body of research,
but takes a distinct approach by treating the human’s task-oriented
actions as a rich source of implicit feedback.

3 Problem Setup: Learning Preferences Over a
Human-Robot Collaboration

We consider collaborative interactions in which a human H and
a robot R work together to complete a physical task and where
each has a specific role in the collaboration. For example, in our
pizza-making scenario of Figure 1, the robot may pass ingredients
to the human from a storage area, and the human may use the
ingredients to assemble a desired pizza.

At a time-step ¢, the human and robot observe a given state s and
take simultaneous high-level actions ag € Ay and ag € AR. We
model these high-level actions as parameterized actions. For exam-
ple, two high-level actions for the robot may be pick(<ingredient>,
<location>) and place(<ingredient>, <location>) inFigure 1.

Collaborations are characterized by teammates trying to max-
imize a shared reward [3, 5, 51]. It is typical for the reward to be
based on task success only [5, 12] or human preferences that en-
capsulate the desired task outcome [18, 35, 37]. However, in many
interactions, it can be helpful to explicitly model both the task goal
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LaTeX formula starts \begin {math} \hat {\beta }_{imp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} = \beta _H \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} = 10 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} 10 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} = 1 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} L_2 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} p<0.0001 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} = \beta _H \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} L_2 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} p<0.0001 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} = 10 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} = 1 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} M=0.10 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} SE=0.003 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} M=0.12 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} SE=0.003 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} p=0.036 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{imp} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp}=1 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_{exp}=10 \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \beta  \end {math} LaTeX formula ends 

https://github.com/yale-img/pie_preflearning

LaTeX formula starts \begin {math} \mathbf {F} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \text {m} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \text {m} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} R \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \text {m} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} H \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \hat {\beta }_\text {m} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {math} \text {m} \end {math} LaTeX formula ends 


LaTeX formula starts \begin {align} \nabla LL(\mathbf {w}) = \sum _{(f_\text {m}^+, f_\text {m}^-, \mathbf {s}) \in \mathbf {F}} &\bigg ( \frac {{\sum _{a \in f_\text {m}^+} \hat {\beta }_\text {m}} \gamma \phi _{\text {agent}}(\mathbf {s},a)B_\text {m}(\mathbf {s}, a)} {\sum _{a \in f_\text {m}^+} B_\text {m}(\mathbf {s}, a)} - \hspace {15pt} \label {eq:grad} \\ & \frac {\sum _{a \in f_\text {m}^+\cup f_\text {m}^-} \hat {\beta }_\text {m} \gamma \phi _{\text {agent}}(\mathbf {s},a)B_\text {m}(\mathbf {s}, a)} {\sum _{a \in f_\text {m}^+ \cup f_\text {m}^-} B_\text {m}(\mathbf {s}, a)} \bigg ) \notag \hfill  \end {align} LaTeX formula ends 


Learning Human Preferences over a Human-Robot Collaboration Based on Explicit and Implicit Human Feedback

and human preferences, e.g., because not taking action toward the
task goal is worse than violating preferences [42], or the task goal
is public information while the human preferences are not [61]. We
assume that both situations are true in our work, so, building off
Cooperative Inverse Reinforcement Learning [22], we propose to
define the shared reward as a combined reward:

R(s, ag, apr) = RE%(s, ag, apy) + yRPI(s,ap,apr) (1)

where y is a domain-specific parameter that controls the relative
importance of the two rewards. This reward formulation is similar
to Zhao et al. [61] preference learning setup, but we assume that
human preferences are over the human-robot collaboration (not
just the human’s contribution to the task) and the robot must follow
these preferences (rather than having its own individual reward).
Our framing enables the robot to leverage observed human actions
as implicit feedback for preference learning.

Goal Reward: Motivated by the fixed-role assignments, we propose
to decompose the goal reward in eq. (1) into two components, one
for the robot and one for the human:

RE (s, ap, agr) = RE (s, ag) + RE™ (s, arr) @

Preference Reward: We assume that the preference reward, RP™f in
eq. (1), does not conflict with Re°L In addition, we assume that the
human preferences for the team members are aligned with each
other, such that the preference reward can also be decomposed into
two terms parameterized by the same weights w:

RPrEf(s, ag,ayg) = Rgref(s, ag) + R?Iref(s, ay)
=wWTPRr(s,ar) + wT ¢y (s, ag)
=wT(¢r(s,ar) + du (s, ag)) (3

We implement the preference reward as a linear function of fea-
tures of the state (encoded via ¢g and @) to keep the reward
interpretable in this work. While this setup is common in the pref-
erence learning literature (e.g., [18, 29]), future work could investi-
gate ways to relax this assumption (e.g., via more complex reward
models implemented as neural networks [14, 26]).

Taken together, the above assumptions mean that if the robot
and human act rationally, they maximize their individual rewards:

RR(s,ag) = ngqoa](s, aR) + }’Rgref(s, ar) 4)
Rer(s, amr) = RE (s, apy) + yRY' (s, app) (5)

The Robot’s Learning Objective: In this work, we assume that
the robot knows the goal reward and the features of the state that
may matter for the human preferences over the collaboration (¢g
and ¢ in eq. (3)); however, the robot does not know the weights w
that parameterize the preference reward functions Rf;ef and Rﬁref.
Thus, the goal of the robot is to estimate the weights w based on
human feedback gathered during the human-robot collaboration.

4 Preference Learning from Implicit and
Explicit Feedback (PIE)
We propose that robots estimate a human’s preferences for their

collaboration per eq. (3) based on both explicit feedback provided by
the human about the robot’s behavior as well as implicit feedback
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Algorithm 1: Learning from Explicit & Implicit Feedback (PIE)

Input: Prior belief over pref. weights W = {w’ }i\i 1» and prior

feedback set F with pairs of acceptable (f*) and rejected
(f7) behaviors in prior states
Output: Updated belief W, and updated feedback set F

// Interact with the environment
Observe current state s;

-

Robot takes action ag < mgr(s), where agp € Ag;

)

©

Observe current human action agy € Apy;
// Store implicit human feedback

4 f:np < aH;

5 fimp < An() \ {an};

6 F—FU{( ijnp’ ir_np’s)};

/* Observed ap aligns with pref. %/

// Store explicit feedback on button press

if human indicates acceptable robot behavior then
ﬁt‘l’ «— ag; /* Robot action ag aligns with pref. x/
Jexp < AR(s) \ {ar};

10 else if human indicates unacceptable robot behavior then

«— ARr(s) \ {ar} ; /* Other robot actions are better

® N

©

+
11 exp

aligned with pref. than arg */
12 fe}p — ag;
13 F — FU{(fp: foxp: )}

// Update non-parametric belief over preference weights

1 foreach w' € W do

// MLE via gradient ascent, starting from prior w’
15 w! — optimize_w_to_maximize_likelihood(F, w');
16 end
17 return W, F;

provided by the human’s own actions in the task. In our work,
explicit feedback corresponds to binary evaluative feedback and,
in our real-world evaluation, is implemented via physical button
presses (e.g., similar to [44]). The main assumption for the implicit
feedback is that human actions are driven by the reward in eq. (5).

Algorithm 1 describes PIE, our proposed approach for preference
learning, considering a given interaction step in a collaboration.
First, the robot observes the current state of the world, takes action
according to some policy g, and sees how the human behaves (lines
1-3in Alg. 1). Every action that the human takes is then interpreted
as implicit feedback for preference learning and the implications of
the human’s behavior are stored in a feedback set (lines 4-6). Each
element in this set includes a pair of accepted behavior (f*) and
rejected behavior (f ™) along with their associated state. When the
human chooses to give explicit feedback, the implications of this
feedback are also stored in the feedback set (lines 11-14). Finally,
a non-parametric belief over preferences W, implemented via M
weight samples, is computed using the feedback set (lines 15-17).
PIE builds on the INQUIRE formalism [18] for combining various
types of feedback during interactive robot learning.

One key difference between INQUIRE [18] and our approach,
PIE, is that we consider implicit human feedback, not just explicit
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feedback. This results in different implications for preference learn-
ing. For explicit feedback directed intentionally from the human
to the robot, the implications of the feedback are set in relation
to the robot’s behavior. However, for the implicit feedback, we in-
stead define the implications in relation to human behavior because
this feedback is a direct consequence of the human’s own actions.
Next, we describe in more detail how we interpret the feedback for
preference learning and estimate the preference belief.

4.1 Implication of Explicit Human Feedback

We specifically consider explicit feedback in the form of binary
feedback. When a robot takes a high-level action ag in a state s
(line 2 in Alg. 1), the human may choose to indicate whether the
behavior is acceptable or not. If the human indicates that the robot
behavior is acceptable (lines 7-9 in Alg. 1), the robot’s action is
added to the accepted behavior set f;;(p = {ar}, and all other viable
robot actions in the state are added to the rejected behavior set
fe}P = AR(s) \{ar}. However, if the human indicates unacceptable
robot behavior (lines 10-12 in Alg. 1), the implication is the opposite.
In this case, the accepted behavior set includes viable robot actions
in the state that the robot did not take ( ]?,'(p = Agr(s) \ {ar}), and
the rejected behavior set includes only the action that was taken
by the robot (fe}p ={ar}).

Our formulation for the implication of binary feedback follows
INQUIRE [18], with the exception that we do not study active pref-
erence learning in this work, so the robot does not pose questions
to the human for which feedback is received in return. Rather, the
human may choose to give or not give explicit feedback at any point
during the collaboration. Because explicit feedback is potentially
sparse and prior findings show that people may reduce the amount
of feedback that they give to a robot during collaborations [10], we
propose to also consider implicit feedback.

4.2 Implication of Implicit Human Feedback

A key novelty of our work is framing the human’s actions as a
source for implicit feedback about the human preferences over the
collaboration. These preferences are encoded in the weight vector

w shared by R}z;ef(-) and Riref(-), per eq. (3). If during the collabora-
tion, the human takes actions that are approximately optimal with
respect to the human’s reward Ry (+) in eq. (5), then the human’s

behavior will leak information about w through Rgref(-).
Formally, we assume that the human takes action on a given
state s following a Boltzmann rational policy:

P(agls) o exp(fuRu (s, an)) (6)

where Sy controls how rational the human’s actions are. This
model of human behavior is common in economics [47], psychology
[4], and preference learning [29]. Importantly, eq. (6) results in
myopic high-level decision-making because the human is said to
take actions based on the reward of the current state. We find
that this myopic assumption is reasonable for preference learning
over high-level actions that span multiple time-steps during the
collaboration and when the human’s reward is not sparse. However,
for sparse rewards, this formulation would need to be adapted to
a Boltzmann policy based on expected future rewards (e.g., via
Q-values [6]). We discuss this future work in Section 7.
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Equipped with a model of human actions per eq. (6), we can
formulate feedback based on these actions for preference learning.
At a given state s, we consider the set of valid actions of the human,
A (s), as the set of possible choices that the human has for implicit
feedback in that state. Hence, when the human takes action ag €
Ap(s) at a given point in the collaboration, the implication of
that choice is that that action is accepted behavior (f;n p = {ag})
and that other viable human actions are rejected behavior (f;,, o=
A(s) \ {ag}). The implication of implicit feedback from human
actions is outlined in lines 4-6 of Algorithm 1.

By reframing human actions as implicit feedback with the im-
plication described previously, a robot can gain information about
the preference weights w potentially all throughout a collabora-
tion, without having to continuously query the human for feedback.
Mathematically, the implication that we propose for implicit human
feedback is equivalent to the implication for human demonstrations
of robot behavior used in INQUIRE [18]. However, our implication
defines sets of accepted and rejected human behavior, rather than
sets of robot behavior, so the implications are conceptually different.

4.3 Estimating Belief Over Preference Weights

Whenever the robot receives human feedback, it stores the implica-
tions of the feedback (f;}, fi;) in a cumulative feedback set F, where
m is the modality (explicit or implicit) of the feedback, alongside the
current state s of the interaction when the feedback was received
(see lines 6 and 13 in Algorithm 1). In PIE, the modality m of the
feedback is critical because it dictates the perspective from which
the robot should reason about the implications of the feedback.

The robot’s objective consists of estimating the preference weights
that maximize the likelihood of the accepted behavior implied by
the feedback in F. Specifically, the likelihood is:

Lw =[]

(fa- fin -S)€F

I—[ Zaef,; B (s, a)

P(fl’:l-lw) = ZaEfnthn; Bm(s,a)

(fi fi»s)€F
where:

agent’s reward

. goal T
B (s.0) = o Bk (5@ + 1 Gugem(s.@)

is the exponential component of the Boltzmann rationality model.
The agent subscript in eq. (8) denotes the interactant associated
with the modality m: when m is explicit, the agent is the robot R;
when m is implicit, the agent is the human H. Thus, the agent’s
reward in eq. (8) is implemented per eq. (4) or eq. (5), respectively.
Finally, the parameter Sy, in eq. (8) models the robot’s assumptions
about how rational the human is at providing explicit or implicit
feedback (depending on m) as a function of the agent’s reward.
The goal of preference learning can then be expressed as: w* =
arg max,, L(w). We solve this Maximum Likelihood Estimation
(MLE) problem using a belief distribution for the preference weights,
which is implemented via a sample set W = {wi}?g 1> as indicated
in lines 14-16 of Algorithm 1. Specifically, we use gradient ascent
on the log-likelihood LL(w) = log £(w) to find suitable preference
weights. When the update takes place, gradient ascent is applied
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on each weight w; € W using the gradient:

(Zaej;“* ﬁmY¢agent(S,a)Bm(S,a) ~ o

VLL(w) = Sy Bn(s.a)

(finfim 5) €F
Zaefn*]'ufr; ﬁmY@sagent(ss a)Bn (s, a)
Zaefﬁufrﬁ Bm(s’ a)

The belief W is randomly initialized when learning begins but, in
subsequent time-steps, we start gradient ascent using the belief
estimated from the prior time-step. Reusing prior estimates of W
is essential for gradient ascent to converge quickly because the
feedback set F grows over time, making the objective more complex.

5 Evaluation in Simulation

We first evaluate our proposed approach for learning human pref-
erences over a human-robot collaboration in simulation. We focus
the evaluation on understanding the impact of the feedback modal-
ities and key parameters of PIE. In particular, we consider different
values for ,Bimp and ,BAexp in eq. (8). These parameters are used to
find the weights w that maximize the likelihood of the accepted
behavior implied by the human’s feedback (see eq. (7)). For implicit
feedback, Bimp indicates how rational the robot considers the hu-
man to be when choosing its own actions during the collaboration.
For explicit feedback, ﬁgxp indicates how rational the robot con-
siders the human to be at deciding whether the robot’s behavior is
acceptable or not. More specifically, our research questions are:

(RQ1) How does the type of feedback considered by the robot affect
preference learning? A motivating hypothesis for this work is that
combining explicit and implicit feedback will facilitate learning
preferences over the collaboration. Thus, we compare three ex-
perimental conditions: 1) explicit-only feedback; 2) implicit-only
feedback; and 3) combined feedback, where the robot learns from
both explicit and implicit feedback with PIE.

We know that people can deviate from optimal decision making
in varied ways [13, 33], so RQ1 considers different levels of ratio-
nality for the human’s actions in the collaboration (fg in eq. (6)).
Also, because RQ1 is focused on the effect of different feedback
modalities, we assumed that the robot knows the level of rationality
of the human’s actions, so [?imp = fy. Lastly, we set ﬁexp = ﬁimp
for simplicity, as prior work often considers a single rationality
coefficient f for integrating various types of feedback [18].

(RQ2) How does the correctness of the robot’s assumptions about the
rationality of the human’s feedback affect preference learning? Our
second experiment evaluates the performance of our PIE approach
when we introduce the complication that the robot does not know
how rational the human truly is. We systematically study in simu-
lation how preference learning performance with PIE is affected by
the alignment, or misalignment, between fg and ﬁimp. Specifically,
we consider the actions taken by the human to be more (fg = 10)
or less rational (B = 1). Then, we consider two situations per fg:
the assumptions on the human’s rationality are aligned with the
simulated human (e.g., Bimp = By = 1), or they are misaligned (e.g.,
ﬁimp = 1but fg = 10). Also, the robot reasons about human button
presses in two ways. It assumes that the human’s explicit feedback
is more rational with ﬁexp = 10, or less rational with Bexp =1
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5.1 The Pizza-Making Task

We consider collaborations where the human and robot prepare piz-
zas together. The robot passes ingredients to the human, while the
human is responsible for more complicated manipulation tasks in-
volving assembling the pizza. This results in different action spaces
for the human and the robot. The robot’s high level actions include:
pick(broccoli, storage) or place(broccoli, workstation),
whereas the human’s high level actions include add(pepperoni)
or return(pepperoni). Both the robot and the human know the
goal of the task, which is defined by the ingredients that com-
prise a given pizza. For example, they may work towards making a
pizza with sauce, cheese, pepperoni, mushrooms, and olives. How-
ever, the robot does not know the true human preferences w* for
how the team should reach the goal. Thus, the robot selects ac-
tions during a collaboration according to only the goal reward:

nr(agls) = P(ag|s) « exp(ﬁRR}geoal(s, ag)), where fg controls how
rational the robot’s actions are. We set fgr = 1 in our experiments.

We consider two types of preferences. First, the human can have
ordering preferences for the ingredients, e.g., cheese should be placed
on the pizza before the sauce. We considered a total of six ordering
preferences, each of which is a feature in the preference weight
vector w. Second, the human can have workspace preferences over
the number of ingredients that can be on the shared workspace at
any given time, including one ingredient maximum, two ingredients
maximum, or up to four ingredients. We describe these workspace
preferences via two features in w. Thus, the preference weight
vector has a total of eight dimensions.

We set the components of the shared reward (eq. (1)) as follows.
The goal reward is most positive when a topping that should be on
the pizza is moved from the storage to the workstation or added
to the pizza. The preference reward is defined as in eq. (3). The
appendix includes a more detailed description of the reward, state,
action, and preference space of the pizza-making task.

5.2 Simulating the Human in the Collaboration

Following common practice for evaluations in the preference learn-
ing literature [18, 29], we model human behavior in our simulations
with a Boltzmann rationality model. We assume that the human
tends to take rational actions per eq. (6). When a new time-step of
the collaboration occurs in simulation, the simulated human always
gives explicit feedback — in Section 6, we demonstrate PIE with
real human feedback, which can vary in frequency over time [10].

Prior work in interactive learning shows that binary human
feedback tends to be "noise-reducing” in comparison to other types
of explicit feedback [58]; thus, we simulated explicit feedback as
rational feedback for studying RQ1 and RQ2. The simulated human
decides which binary feedback signal to provide based on how
well the robot performs relative to the best possible reward. To
compute the best possible reward, we leverage the fact that the
simulated human knows the reward of the robot R, as in eq. (4),
because they know the goal reward and the true preference weights
w*. Then, when the robot takes action ag at a given time-step
with a state s, the simulated human compares the actual reward
induced by the robot’s action, Rg (s, ar), with the highest possible
reward maxg, Rg(s,dgr) the robot could receive at state s, over
all possible actions dg. If R (s, ar) == maxg, Rg(s, dr), then the
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Figure 2: Results for RQ1: Ly error with respect to the ground truth preference weights (top) and conflict percentage (bottom) as the
interaction progresses. Lines represent average Ly error and conflict percentage, and shading represents std. error across 100 interactions.
Columns show results considering different § values, where g = Bimp = Bexp = p for f € {0.1,1,10}.

human gives positive binary feedback, indicating acceptable robot
behavior. Otherwise, the simulated human gives negative feedback.

5.3 Evaluation Setup

We evaluate learning via two metrics:

L error: As is common in preference learning, we evaluated learn-
ing in terms of the Ly error with respect to the ground truth prefer-
ence weights w* as the interaction progresses. At each timestep,
we compute ||w* — Y; w;/M]||, with w; samples from the belief W.

Conlflict percentage: At each time step, we use the average weight
estimate W = }; w;/M, with w; € W, to define a greedy robot
policy 74(s) = arg maxRg(s, ag; W). We then simulate a full inter-
action with a target pizza where the robot takes actions according
to the greedy policy, and calculate the percentage of robot actions
that deviate from the true optimal robot actions, based on w*. This
metric allows us to quantify the practical effect of learning the
preferences: a wrong estimate for the true weight w* may result in
similar behavior to w*, or small deviations from w* could change
the robot’s behavior in an undesired way.

5.4 Results

5.4.1 (RQ1) Type of Feedback. Figure 2 shows the results for 100
simulated human-robot interactions, each of which consisted of 10
pizzas and where the simulated human had a specific ground truth
preference that was randomly sampled. We evaluated learning using
different values of f, representing different (ir)rationality levels for
the actions the simulated human took (8 in eq. (6)) and for the
robot’s assumptions when reasoning about explicit and implicit
human feedback (ﬁexp and ﬁimp in eq. (8)).

We conducted a statistical analysis of the final Ly error in Figure 2,
after the 10 pizzas - due to limited space, we omit this analysis for
the conflict percentage metric. Specifically, we used a linear mixed
model analysis, estimated with REstricted Maximum Likelihood
(REML), to evaluate the Ly error. The model considered Interaction
ID (100 levels) as random effect, Feedback Modality (Explicit, Im-
plicit, or Combined with (PIE)) and Rationality (f € {0.1,1,10}) as
main effects, and the interaction effect of the latter two variables.

Feedback Modality had a significant effect on the L error (p <
0.0001). As we hypothesized, a Tukey HSD post-hoc test indicated
that learning preferences with Combined feedback (using PIE) led
to significantly lower error than using a single feedback modality
only. At the end of learning, the Ly error for Combined feedback
was M = 0.15 (SE = 0.007), for Explicit feedback was M = 0.25
(SE = 0.01), and for Implicit feedback was M = 0.24 (SE = 0.007).

The analysis also indicated a significant effect of the Rationality
parameter () on the Ly error (p < 0.0001). A Tukey HSD post-
hoc test indicated that § = 0.1 (M = 0.33, SE = 0.008) led to
significantly higher Ly error than f = 1 (M = 0.15, SE = 0.006)
and f = 10 (M = 0.16, SE = 0.007). As discussed later for RQ2,
this finding can be due to an important mismatch between how
the robot modeled the rationality of the human’s explicit feedback
when f = 0.1 (which implied ﬁexp = 0.1 for RQ1) and the perfectly-
rational approach used by the simulated human to provide explicit
feedback (as explained in Sec. 5.2).

Finally, we also found the Feedback Modality X Rationality in-
teraction to have a significant effect on the Ly error at the end
of the interactions (p < 0.0001). Significant pairwise differences
from a Tukey HSD post-hoc test are shown in Fig. 3. Notably, us-
ing f = 0.1 and Explicit feedback only led to the highest error
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Figure 3: Results for RQ1: Ly error at the end of the interactions
based on Feedback Modality and Rationality (f = fg = ﬁimp =
ﬁexp) . Error bars are std. error. Bars labeled with different letters
(A-F) have significantly different error based on a Tukey HSD post-
hoc test. See the text for more details.
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Figure 4: Results for RQ2: Average Ly error as the robot learns with
PIE. The two lines in the plots indicate whether the robot’s assump-
tion about the rationality of the human’s action (ﬁimp) match the
oracle’s behavior (fg): solid lines correspond to Bimp = Pp; dashed
lines correspond to an erroneous assumption ﬁimp # Py. In the
top row, when ﬁimp + Pu, ﬁimp = 10. In the bottom row, when
l;imp * fu. l;imp = 1. Shaded areas (visible when zoomed in) are
the std. error in 100 interactions.

(M = 0.44; SE = 0.01) of all combinations of Modality and Rational-
ity. Meanwhile, the Combined feedback led to significantly smaller
error with f = 1 (M = 0.08; SE = 0.004) and = 10 (M = 0.09;
SE = 0.006) compared to all other combinations.

5.4.2 (RQ2) Assumptions for ﬁimp and ﬁexp. Figure 4 shows the Ly
error for PIE over 100 interactions, where each interaction consisted
of 10 pizzas. The dashed lines show preference learning perfor-
mance when there is a mismatch between how rational the human
is at taking actions (fgy) and how the robot modeled this rationality
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(ﬁimp); while the solid lines indicate performance when the robot’s
assumption was correct and ﬁimp = fy. In most cases, the dashed
line leads to higher error, especially when Sz = 1. The results in
Fig. 4 seemed less susceptible to the choice of ﬁexp € {1,10}.

We conducted a linear mixed model analysis on the L, error at
the end of the interactions, considering Interaction ID as random
effect. The main effects were ﬁimp Alignment (which had a value of
1 when ﬁimp = fy, and 0 otherwise), and ﬁexp Alignment (which
had a value of 1 when ﬁexp = 10 and was 0 otherwise, because
10 better approximated the purely-rational feedback from the sim-
ulated human than ﬁexp = 1). The analysis also considered the
interaction effect between Bimp Alignment and Bexp Alignment.

The analysis indicated that /?,-mp Alignment had a significant
effect on the Ly error at the end of the interactions (p < 0.0001).
As expected, a post-hoc t-test showed that ﬁimp = py led to sig-
nificantly lower error than the misaligned /?,-mp. Similarly, ﬁexp
Alignment had a significant effect on the Ly error (p < 0.0001).
The post-hoc test indicated that ﬁexp = 10 (more aligned) led to
lower error than [;exp =1 (less aligned), although the difference
was small (M = 0.10; SE = 0.003 vs. M = 0.12; SE = 0.003).

Finally, the interaction effect between ﬁimp Alignment and ﬁexp
Alignment was significant (p = 0.036). A Tukey HSD post-hoc test
indicated that the error was significantly higher when ﬁimp and
ﬁexp were both misaligned. Also, when /?,-mp was misaligned but
Bexp was not, the error was significantly higher than when ﬁimp
was aligned (whether ﬁAexp =1lor ﬁexp =10).

Overall, these results reinforce findings for f with RQ1, and are
consistent with prior work showing that having incorrect assump-
tions about rationality harms performance [11].

6 Real-World Evaluation

Having validated our approach in simulation, we conducted a
real-world evaluation with 21 people. Each person collaborated
on the pizza-making task with a robot, as illustrated in Fig. 1, while
the robot tried to estimate their preferences for the collaboration.
Through the real-world demonstration, we investigated:

(RQ3) How well can the robot learn preferences over collaborations
in real-world human-robot interactions? The main challenge in this
setup is learning from realistic human feedback, which may be noisy
and sparse in more complicated ways than modeled in Section 5.

6.1 Experimental Protocol

The real-world evaluation was approved by our local Institutional
Review Board. An experimental session typically lasted 45 min.
Participants were compensated US$15 and collaborated with the
robot in the same pizza-making task from Sec. 5.1.

Experimental Setup. As shown in Fig. 1, the participants inter-
acted with a robot system comprising two robots: a Franka Emika
Panda arm, and a table-top robot called Shutter [53]. The Panda
executed pick and place actions planned within the Movelt Task
Constructor framework [20]. During interactions, Shutter engaged
with participants through its gaze and speech. Following Candon
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Figure 5: Ly error with respect to the ground truth preference
weights (left) and conflict percentage (right) as the interaction pro-
gresses. Lines represent average Ly error and conflict percentage,
and shading represents the standard error across the 21 participants
in the real-world evaluation.

et al. [10], Shutter occasionally reminded participants to give ex-
plicit feedback. The reminders were framed as helping the robot
to improve as a teammate (e.g., "Remember that you can give me
feedback so we can collaborate better in the future"), and were only
issued before the robot picked an object. High-level, multimodal
robot behavior was controlled with behavior trees[15].

The table served as the collaborative workspace with defined
storage and hand-off areas for the pizza ingredients. Each pizza
ingredient was stored in a clear plastic container that could be
grasped by the Panda hand. The table included two illuminated
buttons that participants could press to give explicit feedback.

Procedure. The participants consented to participate in the in-
teraction and to be audio- and video-recorded. The experimenter
explained the goal of the interaction, introduced the robot, and
started a tutorial. During the tutorial, the robot explained roles, the
workstation, and how the person could provide explicit feedback.
The participant then constructed a simple, practice pizza with a ba-
sic preference to see how preferences influenced the pizza-making
interaction. The experimenter finally explained the set of prefer-
ences to choose from, had the participant select a preference, and
went through hypothetical scenarios to ensure the participant un-
derstood their preferences. Each participant then worked with the
robot to construct three different pizzas.

Participants. We recruited 21 participants via flyers, online post-
ings, and word of mouth. They were required to be at least 18
years of age, be fluent in English, and have normal or corrected-to-
normal hearing and vision. Sixteen of the evaluation participants
(76%) were undergraduate or graduate students.

Evaluation. We conducted offline preference learning on the data
collected from the 21 participants. We evaluated learning via L
error and conflict percentage, as in Sec. 5.3. For each participant,
we first fit Bimp and Bexp using the data from the practice pizza, as
an individual calibration step. We then used the fitted values for
the three pizzas in the participant’s interaction.

6.2 Results

Figure 5 shows results from 21 participants each making three
pizzas with the robot. We analyzed the final Ly error with a linear
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mixed model that considered Participant ID as random effect and
Feedback Modality (Explicit, Implicit, or Combined with PIE) as main
effect. We found a trend for Feedback Modality having an effect on
the Ly error: F(2,40) = 2.77,p = 0.07. Examination of the model
parameter estimates revealed that the Explicit condition was the
only modality significantly different from the Grand Mean (Estimate
=0.083,1(40) = 2.16,p = 0.037, 95% CI [0.005,0.161]), indicating
significantly higher error than the overall average. Final Ly errors
were: Implicit (M = 0.911, SE = 0.062), Explicit (M = 1.005, SE =
0.070), and Combined feedback with PIE(M = 0.849, SE = 0.055).
The conflict percentage results were similar, with M = 0.333 (SE =
0.067) for Implicit feedback, M = 0.466 (SE = 0.067) for Explicit
feedback, and M = 0.364 (SE = 0.058) for Combined feedback.

7 Discussion

Our PIE approach outperforms single-modality baselines, achiev-
ing lower Ly error and fewer conflicts in simulation. Even small
reductions in conflict can meaningfully improve both task perfor-
mance and human perception of the robot. Real-world results show
a similar trend: leveraging multiple, naturally occurring feedback
signals enhances a robot’s ability to infer human preferences, high-
lighting the value of richer feedback in human-robot collaboration.
However, as the omnibus test did not reach conventional statisti-
cal significance and no post hoc comparisons were conducted to
directly compare condition means, these findings should be inter-
preted with caution. We see our modest findings as an opportunity
for future work, as they highlight the importance of incorporating
accurate assumptions when reasoning about feedback. Future work
could explore jointly learning preference weights and individual-
ized betas [19] for assumptions about how rationally the human is
providing feedback (fm in eq. (8)) or addressing modality-specific
effects on gradient updates in eq. (9).

We opted for a myopic objective so that we could reason about
human feedback in relation to high-level actions with dense re-
wards. This limits applicability in sparse-reward settings, where
reasoning over longer horizons would be beneficial. This direction
would require reasoning about the gradients of value functions, as
suggested in [29] for preference learning from multiple feedback.

Our work is also limited by implementation choices and as-
sumptions made by PIE. For example, we only considered binary
evaluative feedback via button presses and human task actions. Fu-
ture efforts could integrate other feedback signals (e.g., corrections
or language [29]). Also, future work could explore relaxing the
assumption that the robot knows which features matter to humans,
and instead aim to learn them [7].

By learning from naturally occurring, multimodal feedback, PIE
moves toward more seamless, adaptive human-robot interactions,
reducing the teaching burden on humans and fostering intuitive,
productive collaboration.
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